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ABSTRACT
Developers spend a substantial amount of their time with program
comprehension. To improve their comprehension and refresh their
memory, developers need to communicate with other developers,
read the documentation, and analyze the source code. Many stu-
dies show that developers focus primarily on the source code and
that small improvements can have a strong impact. As such, it is
crucial to bring the code itself into a more comprehensible form. A
particular technique for this purpose are explicit feature traces to
easily identify a program’s functionalities. To improve our empi-
rical understanding about the effects of feature traces, we report
an online experiment with 49 professional software developers.
We studied the impact of explicit feature traces, namely annotati-
ons and decomposition, on program comprehension and compared
them to the same code without traces. Besides this experiment, we
also asked our participants about their opinions in order to com-
bine quantitative and qualitative data. Our results indicate that, as
opposed to purely object-oriented code: (1) annotations can have
positive effects on program comprehension; (2) decomposition can
have a negative impact on bug localization; and (3) our partici-
pants perceive both techniques as beneficial. Moreover, none of
the three code versions yields significant improvements on task
completion time. Overall, our results indicate that lightweight tra-
ceability, such as using annotations, provides immediate benefits to
developers during software development and maintenance without
extensive training or tooling; and can improve current industrial
practices that rely on heavyweight traceability tools (e.g., DOORS)
and retroactive fulfillment of standards (e.g., ISO-26262, DO-178B).

CCS CONCEPTS
•General and reference→ Empirical studies; • Software and its
engineering → Software design tradeoffs; Maintaining software.
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1 INTRODUCTION
Developers often need to understand the purpose and the details of
specific parts of a codebase, which is a time-consuming and cogniti-
vely demanding activity during software engineering [33, 60, 61]. A
developer performs this activity, known as program comprehension,
when they are new to a program or forgot details that are required
for their task [8, 31]. Consequently, to gain implicit knowledge
about a program, developers need to read and comprehend the
code, which can be facilitated by mentoring and by explanations
from other developers. However, communicating knowledge in
such a way requires considerable effort from other developers and
interrupts their own activities.

To tackle such problems, several techniques have been proposed
to reverse-engineer information or to improve program compre-
hension, often upon empirical studies. Contemporary techniques
comprise, for instance, creating on-demand documentation [47],
topic modeling [64], and visualizing execution traces [14]. Still,
developers are known to mainly focus on the source code itself,
rather than documentation and other artifacts [6, 33, 51, 57]. Con-
sequently, bringing the source code into a more understandable
form is crucial to support program comprehension and to improve
the software design. Several concepts and techniques have been
proposed for this purpose, such as programming paradigms (e.g.,
object-orientation [3], feature-orientation [21]), code recommen-
dations (e.g., on identifier names [15, 34], decomposition strate-
gies [27, 59]), and other supportive techniques (e.g., source code
comments [39, 67], documentation traceability [1, 37]).

In this paper, we are concerned with a design decision that is
often argued to positively impact software development andmainte-
nance: Explicit traceability of software features in the source
code. Explicit traceability refers to code styles that explicitly mark
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what parts of the code belong to what feature. Such explicit locati-
ons help developers to faster identify relevant code and understand
what the corresponding feature does. As we report in Section 2,
some studies indicate a positive effect of explicit traces on program
comprehension. However, these studies are usually conducted as
controlled experiments with a small number of students and in-
volve special implementation techniques, such as feature-oriented
programming [44]. In contrast, we (i) conducted an experiment in-
cluding 49 experienced, professional software developers; (ii) used
feature traces that are independent of implementation techniques;
and (iii) compared both types of traces not only to each other, but
also to object-oriented code without any traces.

For this experiment, we randomly distributed all invited deve-
lopers into three groups, each of which had to perform six tasks
on Java code that comprised (1) no feature traces, (2) annotated
features or (3) decomposed features. We refer to annotating (i.e.,
features were commented) and decomposing (i.e., features were
implemented in separate classes) as separation of features [27, 53].
By using lightweight designs to incorporate feature traces, we did
not need to teach our participants a new implementation technique.
We did this to reduce learning efforts, which we argue to benefit
the usability and introduction of explicit feature traces in practice.
The results indicate that, compared to pure object-oriented code,
annotations can have a positive impact on understanding features,
while decomposition can potentially hamper bug localization. Still,
due to our sample size, we have to be careful with interpreting
these results, but qualitative responses also indicate a strong favor
of most participants towards explicit feature traces. In combination
with findings of other researchers on more specialized implementa-
tion techniques [24, 27, 50, 53], we argue that explicit feature traces
and especially annotations can improve program comprehension
and support automation without negatively impacting the time that
developers need to analyze code.

In summary, our contributions are as follows:
• We report and discuss quantitative data on the correctness
and completion time of our participants for six program
comprehension tasks.

• We discuss qualitative responses to shed further light into
the benefits and problems that our participants faced.

• We provide a replication package that includes our experi-
mental design, the source code of our subject system, and
all anonymized responses in a repository.1

Our results provide empirical insights into the impact of explicit
feature traces on developers’ task performance. Especially, as we
confront our participants with unfamiliar code, they have no previ-
ous knowledge about it and face the scenario of familiarizing with
new code and the assigned tasks.

2 RELATEDWORK
The notion of features has become a fundamental concept, not only
to implement variability in software product lines [2, 7], but for
software engineering in general—used to communicate, document,
and structure systems [4, 28]. In particular, an extensive body of
research investigates the task of locating features in the source code

1https://doi.org/10.5281/zenodo.3264974

of a system [5], automatically [49] as well as manually [25, 63]. Fea-
ture location is a time-consuming and costly task that is necessary
to maintain or fix—essentially, comprehend—a feature that is not
made explicit in the code. The benefits of explicit feature traces are
apparent, as they free the developer from locating features in the
code, saving time and providing focus points for developers [19, 23].

Research in the related area of requirements traceability is con-
cerned with tracing requirements throughout various artifacts
down to the source code of a system. To this end, several techniques
have been proposed to recover traces to the source code [9, 40].
Moreover, empirical studies [10, 18, 37, 46] suggest that such traces
can significantly facilitate developers’ tasks. However, most of such
techniques rely on external tools, and requirements are a different
abstraction than features. Both can be in any relation to each other,
for example, a feature needs to fulfill multiple requirements.

Due to the variety of techniques that can be used to enable fea-
ture traceability, an important question arises: What technique is
suitable in what situation to support developers understand source
code? In this regard, researchers have compared different feature
characteristics and traceability techniques to gain insights. For in-
stance, Liebig et al. [36], Passos et al. [42, 43], Melo et al. [38], and
we [26] investigated the characteristics of feature implementations
and how these impact maintainability, evolution, and the archi-
tecture of a system. Furthermore, Feigenspan et al. [12] analyzed
whether background colors instead of textual annotations facilitate
program comprehension. In contrast, Parnas [41] discusses how to
decompose a system into modules or components, another widely
used technique to separate and trace features.

Despite such techniques and studies, it is still an open issue how
to separate features most effectively. Several authors argue about
potential advantages and disadvantages of annotating features in a
single codebase versus separating them into modules [22, 30, 35].
Due to the complexity of comparing such implementation techni-
ques and due to psychological biases [55], only few researchers
report empirical studies. Siegmund et al. [53] conducted a control-
led experiment in which they compare preprocessor annotations
and feature-oriented programming. However, this experiment in-
cludes only eight students, limiting more general interpretation.
In a follow-up experiment on bug fixing [50], 33 students have
been involved, but the results show no significant benefits of either
technique. Our previous works on this topic include a survey with
34 developers [27], a preliminary analysis of developer communi-
ties [24], and a case study [29]. During these works, we have been
concerned with annotating and decomposing features to provide
insights into the opinions and experiences of developers, but they
do not provide experimental evidence on pros and cons of either
technique. All these studies focus on specialized implementation
techniques for variability, adding complexity and effort for practical
usage. Moreover, none of these studies analyzes pros or cons of
using any of these techniques compared to not using it.

Overall, it is still not clear to what extent separating fe-
atures with one of the basic techniques—annotations or de-
composition—impacts a developer’s ability to understand a
program.Our goal is to improve the empirical evidence concerning
the impact of such explicit features traces. In contrast to previous
works, we are not concerned with implementation techniques that

https://doi.org/10.5281/zenodo.3264974
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allow variability, but rely on comments and classes that do not re-
quire developers to learn new concepts. This also excludes the usage
of external tools, as these add further abstractions and developers
may be reluctant to use them [27]. Moreover, we are interested in
understanding the pros and cons of feature traces compared to code
that does not comprise any. Nonetheless, our experimental design
is partly inspired by previous studies and guidelines [11, 53, 54].

3 EXPERIMENTAL DESIGN
In this section, we describe the goal, subject system, implementation,
distribution of participants, and tasks of our experiment.

3.1 Goal & Research Questions
We aimed to empirically assess the impact of explicit feature tra-
ces in source code. To this end, we have been concerned with two
established techniques: annotations and decomposition into com-
ponents (cf. Section 2). Arguably, both techniques facilitate feature
location, as features are separated and can be easily found through
searching their identifiers in annotations or file names, respectively.
In order to investigate their impact on program comprehension,
we considered the different code versions as independent varia-
bles, comprising the three levels object-oriented, annotated, and
components. Moreover, we aimed to control the participants’ pro-
gramming experience, meaning that we considered the experience
as independent and not as confounding variable.

To address our goal, we defined three research questions:
RQ1 To what extent does feature traceability impact the ef-

fectiveness of program comprehension?
We investigated whether annotations or decomposition im-
prove our participants’ ability to correctly understand code
(i.e., effectiveness). To this end, we used the number of faults
as metric (dependent variable) and compared the ratios of
correct solutions between all three code versions.

RQ2 To what extent does feature traceability impact the ef-
ficiency of program comprehension?
We investigated whether annotations or decomposition faci-
litate our participants’ ability to understand code faster (i.e.,
efficiency). To this end, we measured their completion time
(dependent variable) for each task.

RQ3 What is our participants’ perception of feature tracea-
bility on the performed tasks?
Besides quantitative measures, we were concerned with our
participants’ perception of explicit feature traces. In parti-
cular, we wanted to understand what problems or benefits
they experienced while understanding the source code. Con-
sequently, we addressed this research question based on qua-
litative responses and mapped those to our quantitative data.

Based on existing studies [50, 53], we hypothesized that an-
notations and decomposition perform comparable to each other.
In contrast, we assumed that the explicit traceability of features
would facilitate all tasks compared to pure object-oriented code,
while the correctness should remain similar. Overall, we defined
our null-hypotheses that we aimed to refute with our data as follows
for the corresponding research questions:
H1 The correctness of our participants’ task solutions does not

differ between groups.

H2 The efficiency of our participants to complete tasks does not
differ between groups.

We tested each hypothesis by comparing two groups to each other
(pair-wise) for all of our six tasks (cf. Section 3.4), resulting in a total
of 18 tests for each hypothesis (e.g., object-oriented compared to
annotations, annotations compared to composition). We corrected
our test results to address multiple hypothesis testing (cf. Section 4).

3.2 Subject System
As our subject system, we selected Mobile Media, which has been
developed by researchers of the software-product-line commu-
nity [68] and was later extended with feature annotations (using
the C preprocessor) that we used as baseline [53]. Due to its careful
design and usage of standard coding techniques, it is an appropriate
subject system that has been used in several studies [50, 52, 53]. Mo-
reover, it is implemented in Java, which is one of the most common
programming languages.

The software provides a content management system for media
files on mobile devices. In our experiment, we used a single file,
namely MediaControler.java, that implements ten features of the
software. These features are related to storing and managing pho-
tos, music, and videos. To avoid biases, we removed all existing
comments in the file. Moreover, we removed library imports, which
contribute to approximately 10% of the total lines of code, and an
SMS feature, of which only a small part is implemented in this file.
We did this to limit the code size that our participants had to read,
which was around 400 lines, in the end.

Finally, we refactored the file into three different versions:

(1) Object-Oriented: In this version, we only removed the existing
preprocessor annotations (e.g., #ifdef) to provide the source
code without any feature traces. Thus, we obtained pure
object-oriented code that we used for the control group.

(2) Annotated: For annotation-based feature traces, we replaced
existing preprocessor annotations with traceability anno-
tations based on existing studies (i.e., //&begin [ feature ],
//&end [feature ]) [19, 26, 28]. We decided to do this, (i) as
C preprocessor annotations are rarely used in Java programs,
(ii) to avoid confusion over potential variability we are not
interested in, and (iii) to not introduce new concepts.

(3) Components: To obtain the decomposed version, we extrac-
ted each feature into a class and added static methods that
comprise the feature’s code. For each class, we used the
corresponding feature’s name as file name and removed all
existing annotations.

Due to these code designs, the participants did not need to learn
any new concepts for any version. Knowledge about comments and
object-orientation are sufficient to understand such feature traces
after a short introduction.

3.3 Distribution of Participants
We personally invited 144 software developers from different coun-
tries and asked them to share the invitation with others. Our goal
was to include developers with industrial experiences and incre-
ase their motivation to participate. After accepting the invitation,
each developer had to fill in a survey to assess their programming
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Table 1: Questions to quantify programming experience.

ID Question | Answering Options (A)

Q1 How do you estimate your programming experience?
A: 1 (very inexperienced) – 10 (very experienced)

Q2 How experienced are youwith the Java programming language?
A: 1 (very inexperienced) – 10 (very experienced)

Q3 For how many years have you been programming?
A: ◦ <2; ◦ 2-5; ◦ 6-10; ◦ 11+

Q4 For how many years have you been programming for larger
software projects (e.g., in companies)?

A: ◦ <2; ◦ 2-5; ◦ 6-10; ◦ 11+
Q5 What is your highest degree of education that is related to

programming?
A: Multiple choice (optional text)

experience. We provide an overview of the survey questions and
possible answers in Table 1.

These questions are based on an empirically derived propo-
sal [54]. We based the answer classifications for Q3 and Q4 on
a large user survey of Stack Overflow.2 In this survey, approxima-
tely one quarter of the participants has been in each of the classes
we show in Table 1. We mapped the classes to a scale from one to
ten (i.e., 2, 4, 7, 9), aligning them to the first two questions. Consi-
dering the degree, we only identified whether a developer received
one (8) or not (3), as it is hardly possible to say which ones may
indicate “better” developers. For the experience value, we computed
the average of all scales and considered a developer as novice if the
result was below or equal to 5.5—or as expert, otherwise. We rand-
omly distributed our participants into three groups, one for each
code version (i.e., object-oriented, annotated, components), with
equal ratios of novices and experts, and sent the actual experiment.

3.4 Tasks & Questions
For the first part of our experiment, we selected six tasks that
involve, but are not directly concerned with, feature location for
two reasons:

• Participants of the annotated and components groups can
quickly locate features by searching the names.

• We aimed to limit learning effects that may impact our sub-
jects’ performances in completing their tasks.

In contrast to the straight-forward task of feature location, we were
interested in the impact of feature traceability on tasks that require
actual comprehension. Therefore, we designed two sections with
three tasks, each.

In the first section, we were concerned with comprehending fea-
tures and their interactions, which does not only require to locate
the corresponding code, but to also understand it. Feature interacti-
ons represent different system functionalities that interact and may
influence each other. Thus, feature interactions are an important
challenge that can easily result in problems during program com-
prehension and bug fixing [2]. The tasks that we defined for the
first section were:

(1) Out of four feature pairs, select those that interact;
2https://insights.stackoverflow.com/survey/2016#developer-profile-experience

Table 2: Questions to evaluate the participants’ experiences
with the tasks and on feature traceability.

ID Question | Answering Options (A)

EQ1 Did you have any problems in answering the survey, e.g., under-
standing the questions or concepts?

A: ◦ yes; ◦ no
EQ2 What was your strategy for comprehending the code in order to do

the tasks?
A: Free text

EQ3 What have been yourmain problems or challenges during the tasks?
A: Free text

EQ4 (Annotated) Do you think that the annotations provided for each
feature helped you understand the code?
(Components) Do you think that the separation of features into
classes helped you understand the code?
(Object-Oriented) Do you think that a different code design concer-
ning the features (e.g., annotating their begin and end, implement
them in separate classes) would have facilitated your program com-
prehension?

A: Free text
EQ5 Did you face an interruption (more than 5 minutes) for any of the

6 tasks?
A: Checkbox for each task

EQ6 Do you have any comments on the survey?
A: Free text

(2) Select the lines where two described features interact; and
(3) Out of four statements about this feature interaction, select

those that are correct.
In the second section, we asked our participants to locate bugs,
which we inserted:

(4) Into a feature (cannot capture photos);
(5) Into a feature interaction (wrong counter for videos); and
(6) Into the base code (cannot delete photos).

These bugs resemble simple faults (i.e., copy-paste errors, incre-
ments), similar to mutations [20]. Each task was about a different
feature to mitigate learning biases.

At the end of our experiment, we asked our participants to ela-
borate on their experiences and to describe whether they faced any
problems. We show the corresponding questions in Table 2. EQ1
was a simple check question to verify if there were any misunder-
standings, which could also be elaborated on in EQ6. We used EQ5
to verify whether a participant was interrupted during any task,
meaning that we considered the corresponding results differently.
With the remaining three questions, we were concerned with gat-
hering qualitative data to answer RQ3. We remark that EQ4 exists
in three different versions, one for each code version.

3.5 Implementation & Testing
Due to the tasks we defined (i.e., marking lines of code) and the
design of our experiment (i.e., accessible via internet), we were
not able to reuse existing survey tools without considerable costs
and adaptations. For these reasons, we decided to implement our
own solution that was based on a simple server-client architecture
and fulfilled the requirements of our experiment. We tested our
implementation extensively with own test runs. Code reviews and

https://insights.stackoverflow.com/survey/2016#developer-profile-experience
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Table 3: Experience values of our participants.

Version Experience ParticipantsMin Median Mean Max

Annotated 5.60 7.00 6.96 8.80 18
Components 4.00 7.20 6.88 9.20 15
Object-Oriented 6.20 7.60 7.61 9.20 16

Total 4.00 7.40 7.15 9.20 49

additional tests of our implementation were performed by three col-
leagues consisting of a software developer, a system administrator,
and a PhD student. Moreover, two of these colleagues tested the
actual survey to evaluate formulations and the tasks’ complexity.
None of the three colleagues participated in the actual experiment.

We decided to conduct our experiment via the internet to incre-
ase our range, provide the opportunity to conduct the tasks at any
time, and have access to developers all around the world without
extensive traveling. Thus, this is not a fully controlled experiment,
but an unsupervised one that was conducted in real-world settings
in which developers may be distracted or switch tasks. With this
design, we aimed to increase the external validity of our results.

4 RESULTS AND DISCUSSION
In this section, we report details about the participants of our experi-
ment and the results. We separately report and discuss observations
for each of our research questions.

4.1 Participants
Unsurprisingly, not all developers that we invited participated in
our experiment. Overall, we received 49 responses from around
the world, mostly from Turkey (20), Germany (13), and the United
States (7). In Table 3, we show the distribution of our participants’
experience values based on our rating scale (cf. Table 1). Only two
participants stated that they have worked for less then two years
on large-scale projects. As we can see, the median and mean values
are close to each other and among the groups. While the distribu-
tion of participants for each program version is not identical, the
differences are small. Moreover, most participants are considered
experts according to our analysis with only three of them in the
components group not achieving this rating.

Overall, we can see small differences between the groups of
participants. Nonetheless, we had at least 15 participants and 12
experts for each code version of our experiment. Considering this
information, the responses we analyzed represent a diverse and
experienced set of practitioners. Thus, we argue that none of the
differences threatens the results of our study, but we have to be
cautious with our interpretations.

Validity of Responses. As aforementioned, we aimed to attract
experienced software developers and intended to focus on external
validity. Due to our study design, there have been several partici-
pants who reported disruptions while they worked on a task or
problems in understanding some details (however, most elaborated
about code issues, rather than the experiment itself). To address
this issue, we first performed a sanity check in the context of RQ1

for developers stating comprehension problems. Considering RQ2,
we removed all completion times for which interruptions were
reported, as these measures would not accurately represent the
required effort.

Due to technical issues, single data points for some participants
are missing. First, three participants reported problems with task
1, or were just missing the entry. We decided not to count these
responses, wherefore task 1 for the annotated group comprises
only 15 responses (cf. Figure 1). Second, one participant of the
components group did answer all questions except the elaboration
(cf. Table 2). We decided to include this response, but to put it into
the group with comprehension problems for the sanity check (as-
suming that there have been misunderstandings). Except for these
four, we excluded all other unfinished or incomplete responses.

4.2 RQ1: Effectiveness
In Figure 1, we show how many of our participants were able to
correctly solve each task. We distinguish between three groups
according to our first independent variable, the version of the code
the participants investigated (A: Annotated; C: Components; OO:
Object-Oriented). Moreover, we considered whether the partici-
pants indicated problems in understanding any part of the expe-
riment (CP) or not (NCP). We applied hypothesis testing to test
whether our observations may be significant. In particular, we tes-
ted observation 1 that represents our sanity check and based on
which we scoped our remaining observations, analyses, and tests.

Observation 1: Difficulties in understanding the survey had no
impact on the results. Comparing the correct and incorrect answers
of the participants with and without comprehension problems for
each task, we can see that the distributions are similar. Moreover, in
some tasks the ratio of correctly solved tasks with comprehension
problems is identical compared to those without problems (e.g.,
for task 2 of the annotated group, both have eight correct and one
incorrect answer). Thus, it seems that problems in understanding
our experiment had only limited impact on our participants’ abi-
lity to correctly solve a task. This is reasonable, as the code was
unknown to our participants, meaning that they had to understand
it anew anyway. As in daily life, they can still understand code,
even if facing a potentially vague assignment. In addition, most
participants stated that the code was the problem for understanding
(e.g., too long), rather than the tasks themselves. However, the code
and its design were the subject we aimed to understand, meaning
that the results should be comparable.

Hypothesis testing. Based on our observation, we hypothesized
that there are no threatening differences between the participants who
did have and who did not have problems in understanding our expe-
riment. To test our hypothesis, we applied Fisher’s exact test [13],
as implemented in the R statistics software [45]. We used Fisher’s
exact test, because it can be applied on small sample sizes, but we
still have to be careful with interpreting the results. To account
for multiple hypothesis testing, we relied on a Bonferroni-Holm
correction [16] with a global confidence interval of 0.95. In the
remaining paper, we report the p-values of all significant results
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Figure 1: Distribution of correctly and incorrectly solved tasks for each code version (A:Annotated; C: Components; OO:Object-
Oriented) and task. Moreover, we display whether the corresponding participants stated comprehension problems or not (CP:
Comprehension Problems; NCP: No Comprehension Problems).

and also state the approximated, Bonferroni-Holm corrected thres-
hold that had to be fulfilled. The null-hypothesis is that correct and
wrong responses are equally distributed.

In total, we tested 18 hypotheses, one for each pair-wise combi-
nation of groups for each of the six tasks. None of the tests indicated
that the differences are significant, wherefore we cannot reject our
null-hypothesis So, we continued under the assumption we derived
from our observation, namely that participants who had problems
in understanding the survey did not perform worse than those who
did not. Due to this observation, we focused on all participants and
did not separate those that had comprehension problems for our
remaining analyses.

Observation 2: Explicit feature traces result in higher effectiveness
for comprehending feature interactions. Considering the first three
tasks, we can see in Figure 1 that the pure object-oriented code
performs worse compared to annotations and components. For the
first and third task, only one participant who worked on the object-
oriented version was able to correctly identify and understand
the feature interactions. Moreover, concerning task 2, only three
more participants have been able to correctly solve the task. This
result seems unsurprising, as explicit feature locations facilitate
understanding interactions considerably: Developers can focus on
certain parts of the code and do not have to identify the code that
implements the feature first, which is time consuming and can be
faulty, as every developer has an own, potentially different, notion
of what a feature comprises [4, 5, 25].

However, it is surprising that participants who analyzed compo-
nents had considerably more problems while identifying features
that interact (task 1). The data shows that participants selected
multiple wrong interactions. In contrast, they were more often able
to correctly explain how features interact (task 3). For this task,
the faulty responses usually show that it seems unclear for the
annotated group, to what extent features interact: Which feature
does modify which feature in what way? Both groups performed
comparable for locating a single feature interaction (task 2).

Potentially, it is easier to identify that features interact at all
if their code is close to each other (annotated code), rather than
separated into different classes—resulting in the code loosing its sur-
rounding context and potentially leading to the anti-pattern action
at a distance [24, 27]. In contrast, this loss of context may be better
to identify how features interact in the data-flow: Method calls can
already indicate whether a functionality is only used or whether
variables are changed. By inspecting the separated features, deve-
lopers can more easily identify globally accessible and potentially
interacting variables. Annotated code may complicate this analysis
as all context, even irrelevant one, is connected to the feature. Iden-
tifying and understanding the actual data-flow interactions [48] of
features remains challenging, even with explicit feature traces, as
was explicitly stated by some participants (cf. Section 4.4).

Observation 3: Decomposition results in less effectiveness for bug
localization. For the last three tasks, we can see that participants
who faced the decomposed code identified fewer bugs correctly
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compared to other groups. Surprisingly, they even performed worse
for a faulty named label within a feature (task 4). As this bug is
connected to, and thus directly placed in, a feature, we expected
that the participants could easily identify the bug. The wrongly
selected answers show that most participants identified the correct
class, but selected a wrong line after the actual bug. As is also
highlighted by participants’ feedback (cf. Section 4.4), this problem
seems connected to the fact that the classes represented features
and not logical objects, as intended in object-oriented programming.
Again, the same issue of lost context and understanding data-flow
we described for our previous observation seems to have impacted
our participants’ ability to locate bugs. However, to understand
these effects inmore detail, we require additional studies on locating
and fixing bugs in decomposed code.

Observation 4: Annotations do not result in more effective bug lo-
calization. For annotations, we observe that the ratio of correctly
localized bugs is similar compared to the object-oriented version.
Thus, annotations seem to have no negative impact on bug loca-
lization. As the bugs are rather simple, the annotations may not
be helpful in this scenario, or the analysis of object-oriented code
may have resulted in better knowledge of our participants. More
extensive studies of these factors are needed to better understand
how they influence developers’ program comprehension.

Hypothesis testing. For each task, we compared all groups against
each other (pair-wise tests). To account for learning effects of our
participants, we conducted all 18 tests simultaneously and corrected
them together—instead of testing each task individually. Again, we
used Fisher’s exact test and the Bonferroni-Holm correction. To
this end, we always assumed as null-hypothesis that the ratio of
correct and incorrect answers between two groups is equal (cf. H1).

The test results include three significant outcomes for which we
can refute our null hypothesis. For tasks 1 and 2, we found signifi-
cant differences between the annotated and object-oriented group
(p < .0001 and p < .001 with corrected thresholds of p = .0028 and
p = .0029, respectively). This supports our second observation that
explicit feature traces support comprehending feature interactions.
However, this is solely limited to annotations and does not signifi-
cantly apply to the decomposed code version. In addition, we found
significant differences between components and object-oriented
code for task 4, supporting our third observation (p < .001 and a
corrected threshold of p = .0031).

To summarize RQ1, our results indicate that explicit feature
traceability can have positive, but also negative, effects on
program comprehension. Still, we have to be careful with
interpretations and must conduct industrial studies, for which
annotations seem to be more promising.
O1 Understanding problems do not bias the results.

Not rejected.
O2 Explicit traces improve interaction comprehension.

Accepted twice for annotated code.
O3 Decomposition hampers bug localization.

Accepted once.
O4 Annotations have no effect on bug localization.

Not rejected.

4.3 RQ2: Efficiency
In Table 4, we display statistics about the times our participants
in each group needed to complete a task, regardless of correctness.
We only considered participants that did not state interruptions for
a task (undisturbed). Nonetheless, we found few extreme outliers
where some participants worked for several hours on a single task.
These outliers indicate that the corresponding participant had been
interrupted, but did not state so. In order to address such extreme
cases, we removed entries that were more than twice above the
third quartile of each task and group. This led to the exclusion of 22
data points from our analysis, the difference between undisturbed
and included participants in Table 4.

Observation 5: Explicit feature traceability does not influence effi-
ciency. The results do not vary heavily between different versions
of the code. Moreover, only the first task required considerably
more time compared to the others. This is rarely surprising, as our
participants had to get familiar with the code and its structure. For
all other tasks, all groups needed between 1.19 and 3.2 minutes to
complete a task, on average. Likewise, the minimum and maximum
times are similar throughout all tasks. Thus, explicit feature tracea-
bility seems to have neither a positive nor a negative impact on the
analysis time, especially compared to the time needed to familiarize
with the code.

Hypothesis testing. We compared the completion time distributi-
ons of our groups within each task with the Kruskal-Wallis test [32].
This test does not require normal distributions and can compare
multiple groups against each other. The null-hypothesis, which we
aimed to refute, was that there are no significant differences bet-
ween the completion times (cf. H2). As none of the tests resulted
in a p-value below 0.3, we cannot reject our null-hypothesis and
argue that our observation is reasonable.

To summarize RQ2, the results show no impact of explicit
feature traceability on the completion times. Considering that
annotations seem to improve program comprehension, this
indicates an overall positive effect of these.
O5 Explicit feature traces do not influence efficiency.

Not rejected.

4.4 RQ3: Participants’ Perception
In Table 5, we summarize the qualitative responses we received
from our participants, which are particularly important to practi-
tioners [62]. Partly, the numbers do not accumulate to the total
number of participants, as we allowed each participant not to ela-
borate in detail; but they could also provide multiple insights with
their response. We read all their comments and summarized the
mentioned analysis strategies, challenges, and opinions on code
design for each group. Our summarizing strategy followed the idea
of open-card sorting [58].

Analysis strategies. Concerning their analysis strategy, many
participants in each group stated that they started with a general
exploration of the source code (25). They aimed to understand
the structure of the code and its behavior on an abstract level.
How these tasks have been performed is quite different among the
participants: Some simply skimmed through the code to get a rough
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Table 4: Statistics on the completion times (in minutes) of our participants.

Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
A C OO A C OO A C OO A C OO A C OO A C OO

Und. Part. 10 10 9 13 12 15 16 14 15 18 13 16 18 13 15 16 10 16
Incl. Part. 10 8 9 12 11 13 14 14 13 16 11 15 16 12 14 15 10 14

Times (mins)
Min 2.91 2.23 2.72 0.44 1.14 0.91 0.70 0.67 0.52 0.38 0.66 0.61 1.63 1.47 0.57 0.61 1.30 0.76

Mean 13.07 5.51 12.27 1.72 3.26 3.30 2.73 2.26 1.84 1.19 2.40 1.58 3.03 2.90 2.91 3.23 2.59 1.49
Median 11.23 4.03 9.75 1.06 2.63 2.09 2.04 2.11 1.68 1.07 1.79 1.21 2.66 2.54 2.28 3.20 2.50 1.23

Max 25.02 12.73 22.92 4.90 8.48 11.96 7.29 4.70 3.90 2.33 6.37 4.09 6.84 5.95 7.55 8.82 5.05 3.48
SD 8.34 3.59 7.54 1.43 2.34 3.14 1.78 1.30 0.89 0.52 2.01 1.00 1.45 1.37 2.01 2.16 1.19 0.75

Part.: Participants; Und.: Undisturbed; Incl.: Included; SD: Standard Deviation

Table 5: Summary of our participants’ qualitative responses
concerning analysis strategies, challenges, and code design
(“–” means not applicable).

Response
#Mentioned

Annotations Components Object-Oriented

Participants 18 15 16

Analysis strategy

Get picture of code 7 6 12
Look for keywords 4 2 8
Use search function 0 1 3
Follow annotations 8 – –
Follow class names – 7 –

Challenges

Code quality 9 6 6
Code length 7 0 1
Missing IDE 4 4 3
Feature location 2 0 3
Missing knowledge 1 3 1

Code design

Positive 14 9 –
Unsure 2 2 –
Negative 2 3 –
Components 1 – 5
Comments – 0 4
Explicit locations – – 3

understanding, while others focused on specific code constructs,
such as labels and methods.

Unsurprisingly, 15 participants relied on the explicit feature
traces to address their tasks, if these were available. In some cases,
the participants mentioned that they also focused on keywords
(14), mostly to understand details, and used their browser’s search
function (4). Keywords and searches were also explicitly mentioned
and used by participants that worked on the object-oriented code.
This behavior aligns with the results of previous studies on manual
feature location [25, 63].

Challenges. Considering challenges, 21 participants mentioned
quality issues of the code. Most concerns were connected to design
decisions of our experiment that they did not like, for example,

the (long) code length (8), missing comments, or inappropriate
identifiers. We specifically removed comments to avoid biases and
reduced the code size, but the code had to be large enough for
feature traces to be useful.

Other general concerns were the intentionally missing IDE sup-
port (11), avoiding too many biases that would make any meaning-
ful assessment impossible. Five participants also mentioned their
missing knowledge about the system as a problem that hampered
their comprehension. However, this was also intended to have equal
preconditions for every participant. Interestingly, not only two par-
ticipants of the object-oriented group, but also two participants
of the annotated group had problems to identify feature locations.
For example, in the annotated group, one participant indicated the
need for decomposing features to avoid cluttering:

“[T]he biggest challenge for me was that all of the features are
in a single place, just written one after another.”

Opinions. Concerning the feature traceability techniques on their
own, most of our participants stated a positive perception after the
experiment. For example, 14 out of 18 participants in the annotated
group argue that the annotations helped, some stating that they
were elementary to locate and understand features—conflicting
some scientific beliefs about annotations:

“Yes, they did. In fact, without the annotations (provided that
they are correct), it would have been significantly more difficult
to understand which part of the code does what.”

The few critics of annotations were not focusing on the actual
annotations, but argue that comments indicate poor code:

“[N]o, adding comments in the code is a bad sign, it screams
that code is not self explanatory enough.”

Similarly, nine of 15 participants stated a positive effect of de-
composing the system into features. Most participants stated that it
helped to faster trace features:

“It helps [to] logical[ly] aid to decide where to start.”

The negative experiences were connected to identifying which
feature to look at. Such issues mainly arose because our participants
had not been familiar with the system:
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“Yes, I understood the intent [...] with this sorting, naming and
separation. It was still unfamiliar and took more time than it
would have with familiar code.”

This indicates that decomposition has to be used carefully: The
right separation strategy is important and especially to new deve-
lopers we have to explain how it is used. For developers who are
familiar with the structure of the code and its features, this pro-
blem will arguably diminish. One participant specifically explained
their experienced pros and cons of decomposition and may best
summarize our overall results (i.e., RQ1):

“On the one hand, it made the classes small and locating pos-
sibly relevant code easy. On the other hand, interactions were
more difficult to spot because I had to switch between different
classes.”
For the object-oriented group, we did not ask about the anti-

cipated impact of the code design, but whether annotations or
decomposition would have been helpful:

“Features could have been implemented in a more organized
way. [W]e clearly need more than one class here.”

More precisely, four participants were in favor of decomposing the
code and five were in favor of adding comments (i.e., annotations)
to indicate feature locations:

“More comments and better restructuring of the code should be
more helpful.”

Overall, 11 out of 16 participants mentioned that any explicit feature
traces in the code would have been helpful.

To summarize RQ3, the results show that most of our parti-
cipants have a positive perception of explicit feature traces.
Thus, introducing traces in practice may not be a problem
and especially annotations are simple to adopt. Condensing
the qualitative responses, we can derive three observations:
O6 Explicit features extend general analysis strategies.
O7 Feature traces themselves are unproblematic to use.
O8 Making features explicit has a positive perception.

5 THREATS TO VALIDITY
The goal of our study was to provide empirical insights into a fun-
damental design decision based on studying experienced software
developers in the real world. Due to the trade-offs between internal
and external validity [56], and the magnitude of interacting fac-
tors that impact program comprehension, we can hardly address
all biases—resulting in more internal threats. In the following, we
report threats to the validity of our study based on the guidelines
of Wohlin et al. [66].

Construct Validity. Concerning the construct validity of our study,
some participants indicated that they had problems understanding
the survey or the concepts of annotations and decomposition to
separate features. To mitigate this threat, we provided small exam-
ples and used check questions to identify whether any confusions
occurred. Moreover, we performed a sanity check on the correct-
ness of tasks and found no differences for participants who stated
comprehension problems. So, we argue that this threat is properly
addressed in our design. In addition, most participants stated that

they had problems with the code and not the experimental design,
meaning that the construct validity would not be threatened.

Internal Validity. We aimed to reduce the impact of different
development environments by using a web-interface to display the
code. Still, we kept identifier names as well as syntax highlighting,
and did not control for tool usage (e.g., searches). While we cannot
ensure that our participants conducted the experiment with the
exact same set-ups (e.g., noise level, using additional tools, web
searches), we argue that developers in real-world settings also have
a multi-fold of tools, environments, and different comprehension
patterns. Thus, the set-up may bias our results, but reflects practice.

Our code examples comprise different techniques to trace featu-
res, namely annotations and decomposition. We relied on the exis-
ting preprocessor directives in the original Mobile Media system
to add our own annotations. For the decomposition, we separated
the corresponding code into different classes. Both techniques are
inspired by the usage of preprocessors in open-source and indus-
trial systems, which are similarly structured [17]. Together with the
additional changes that we applied to the code (i.e., removing one
feature, deleting imports and comments), the nature of our code
examples changed. Such changes may have influenced the results.
We did all changes in order to keep our participants motivated
and to control biases. Still, we cannot fully avoid this threat to our
study and, for example, another decomposition may have resulted
in better results for our participants in the corresponding group.

A concerning internal threat are learning effects of our partici-
pants, meaning that they may got more familiar with the code. We
addressed this threat in two ways: First, while we used a single code
example, we asked about different features for each task. This way,
our participants may have achieved better understanding about the
overall code, but not the specific feature. Most of the participants
also indicated that they did neither focus on nor did achieve an un-
derstanding of the overall code, besides a general overview. Second,
we decided against a random order of the survey tasks. So, for each
task, the experience with the source code should be comparable
between our participants. Based on this, we argue that learning
effects are mostly impacted by the different traceability techniques
for features, which is the concern of our research questions.

External Validity. Software developers have various backgrounds,
expertise with a programming language, and experiences with cer-
tain tasks. To address these threats, we invited a group of experien-
ced software developers from several countries and organizations.
Besides most of them working on larger projects for a long time, we
also evaluated their programming experience, based on which we
randomly sampled them into equally distributed groups. While the
responses resulted in three novices being part of the same group,
they were close to expert level. Overall, our participants are a rather
homogeneous group considering their experiences, wherefore we
argue that such threats are diminished, but may have occurred.

Several background factors, such as age, gender, or motivation
may have an impact on the results. Moreover, program compre-
hension comprises cognitive processes that highly depend on the
individual developer, as they learn and understand based on diffe-
rent patterns and rates. We aimed to address such factors partly by
measuring them (i.e., programming experiences) and by personally
inviting participants (e.g., increasing motivation). Still, we cannot
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control all of these factors perfectly. Consequently, they remain a
threat to the external validity of our study.

Several studies usedMobile Media to provide code examples for
empirical studies. The code is also designed to reflect a real-world
system, and thus we argue that our examples can be considered as
realistic. Nonetheless,Mobile Media is an academic system, which
is why our results may not be completely transferable to industrial
practice. Still, our participants’ activities during program compre-
hension will most likely not have changed, since such systems are
similarly structures in industrial, open-source, and academic con-
texts [17, 53]. In addition, all participants faced the same system
(independent variable), meaning that our analysis of feature traces
(dependent variable) remains valid.

Conclusion Validity. We have to be careful with the conclusions
we derived from our observations. While they are interesting, our
statistical tests revealed only few significant correlations. Howe-
ver, due to the problems of such tests [65], we only used them as
supportive means and focused more on our actual observations. To
this end, we carefully investigated different variables and analyzed
their impact on program comprehension. This way, we aimed to
mitigate threats to the conclusion validity.

Despite the discussed threats, we argue that our study is valid
and provides reliable and interesting insights into an important
design decision. We used quantitative and qualitative methods,
combining measured data with subjective responses and tested our
observations statistically. Still, we encourage other researchers to
conduct further studies in this direction to strengthen the empirical
evidence and gain insights into the impact of explicit feature traces.
In this regard, we argue that our study can be replicated.

6 CONCLUSION
In this paper, we reported an online experiment with 49 experienced
software developers concerning explicit feature traceability, which
we implemented based on annotations and decomposition. We ba-
sed our design on existing studies and recommendations, with a
particular focus on increasing the external validity of our results.
To this end, we invited especially practitioners from various coun-
tries and organizations. We relied on quantitative and qualitative
analyses to find indications for the following four conclusions:

(1) Annotations positively impact the effectiveness of develo-
pers when comprehending features and their interactions,
while not negatively impacting bug localization.

(2) Decomposition into components has no significant impact
on the effectiveness of developers when comprehending fea-
tures, but resulted in less correct bug localization. However,
this is arguably connected to the structure, size, and cohesion
of the decomposed features.

(3) Explicit feature traces do not impact the efficiency of develo-
pers during program comprehension.

(4) Explicit feature traces do not result in comprehension pro-
blems and practitioners have a positive perception of such
explicit traces.

We remark that there are several threats to our results andwe highly
encourage further studies. However, we argue that, especially for
annotations, our results indicate that explicit feature traces can be
a helpful means to support program comprehension. In particular,

this may be the case if developers are facing unfamiliar code. As
they are also simple to introduce, annotations may be a good way
for organizations to implement and test feature traceability as well
as for researchers to conduct further studies in this direction.

In future work, we aim to extend our analysis and focus on
additional variables, particularly extending our investigations to
programmers’ memory. Moreover, we plan to design different expe-
riments and observational studies that maximize internal or exter-
nal validity, including collaborations with industrial partners. This
way, we can consolidate the empirical knowledge about explicit
feature traces, provide more precise recommendations to practitio-
ners, and identify open research problems. Furthermore, we argue
that different tracing techniques should be compared to identify
what impact they may have. Similarly, our study was focused on
program comprehension tasks. In the future, we also aim to analyze
the impact of explicit feature traces on other activities that we did
not consider, for example, on maintaining and evolving a system
(e.g., introducing new features).
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